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Abstract—A novel hybrid method is presented in 

this paper, which involves the combination of 

radial basis function neural network RBFNN with 

discrete wavelet transform DWT. The proposed 

hybrid method specifically detects and 

distinguishes high-impedance fault HIF from other 

transient events, such as capacitor and load 

switching. A signal has been extracted using 

wavelet transform to acquire updated and accurate 

information from the current signal during the 

fault. The RBFNN classifier has been presented 

and used to detect and classify HIF from normal 

conditions to improve the protection scheme in 

terms of accuracy and computational time. The 

new approach provides a robust characterization 

and classification of different fault conditions in 

terms of a variety of fault resistance and fault 

location. The hybrid approach has been examined 

by performing extensive simulation studies, and 

the outputs are compared with the previous state 

of the art, which clearly shows the significance of 

the proposed method. 
 

Keywords— High impedance fault, wavelet 

transform, artificial neural network  

1. INTRODUCTION 

       Nowadays, stability and reliability have 

become significant concerns for power system 

utility. High impedance fault HIF is one of the 

interruptions in power systems. HIF occurs when 

the broken conductor falls on the ground or 

touches the branches of a tree, which makes the 

conducting surface poor, resulting in a very low 

current, which makes the protection devices out of 

order [1]. Also, the arc that regularly accompanies 

such faults causes fire hazards and dramatically 

increases the risk to human life. Hence, detecting 

and recognizing such faults are crucial [2]. Many 

different techniques have been applied to analyze 

HIF faults. In [3], the method has analyzed HIFs 

based on the fractal  

theorem. Some other techniques were based on 

different filters, such as Fourier Transform and 

Kalman Filter [4]. 

       

  Recently, wavelet transform has implemented for 

high-impedance fault detection and discrimination 

[5]. Other researchers have introduced new 

intelligent techniques such as neural networks and 

fuzzy logic [6-9]. Although neural network 

classifiers for high impedance fault have been 

extensively proposed, most of these studies have 

employed a backpropagation supervised learning 

algorithm; however, the backpropagation neural 

network has several drawbacks such as slow 

learning, large training sets needed, and difficulty 

in selecting a proper size of the network. 
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The application of a neuro-fuzzy learning 

technique based on data streams for medium-

voltage power line HIF detection is presented and 

investigated [10]. To identify spatial-temporal 

patterns in the data, a variant of an evolving 

neuro-fuzzy network with fluctuating thresholds 

and a feature extraction technique based on 

wavelet packet transforms are considered. 

Wavelet families like Haar, Symlet, Daubechie, 

Coiflet, and Biorthogonal were studied to provide 

the most discriminative features for fault 

detection. Due to concept changes in the HIF 

environment, the suggested evolving neuro-fuzzy 

classification model has proven to be especially 

well-suited for the problem. The developed neuro-

fuzzy model for HIF classification is 

parametrically and structurally adaptive to deal 

with the issue, which sets it apart from other 

statistical and intelligent approaches problems. 

New neurons and connections are incrementally 

added to the neuro-fuzzy network when necessary 

to identify new patterns. The suggested classifier 

is evaluated experimentally against other well-

known computational intelligence techniques. 

Although supervised machine learning 

techniques have demonstrated remarkable success 

in HIF detection, they depend on resource-

intensive signal processing methods. They are 

ineffective when non-HIF disturbances exist and 

training data does not contain specific scenarios. 

This technique suggests a Convolutional 

Autoencoder framework for HIF Detection (CAE-

HIFD) that uses unsupervised learning. Using 

cross-correlation, the Convolutional Autoencoder 

in CAE-HIFD learns exclusively from HIF 

signals, obviating the need for various non-HIF 

training scenarios. A novel HIF classification 

method based on the transformer network stacked 

with the convolution neural network is proposed 

in an MSc thesis at The University of Western 

Ontario, Canada [11]. 

Another research investigated the detection of 

HIF in an integrated solar photovoltaic (PV) 

power system using a recurrent neural network 

approach with long short-term memory (LSTM). 

The research modeled an IEEE 13-bus system in 

MATLAB/Simulink software for integrating 300 

kW of solar PV systems for analysis. Features 

were extracted using (HIF, symmetrical, and 

unsymmetrical fault) criteria. For training and 

testing the classifiers, the energy value features of 

each phase were extracted using the Discrete 

Wavelet Transform signal processing technique 

with db4 mother wavelet. The suggested LSTM 

classifier identifies HIF in PV-integrated power 

networks with a success rate of 92.42% and an 

overall classification accuracy of 91.21% [12]. 

The prediction outcomes of the suggested 

methodology are contrasted with those of several 

well-known classifiers, including the Naïve Bayes 

approach, J48-based decision tree, Support Vector 

Machine, and K-Nearest Neighbors network. 

Additionally, by assessing the performance indices 

(PI) of the kappa statistic, precision, recall, and F-

measure, the robustness of the classifier is 

confirmed. According to the data, the suggested 
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LSTM network performs noticeably better than all 

PI compared to the alternative method [12]. 

A novel technique for identifying HIFs in 

active distribution networks is put forth to 

increase the detection accuracy of HIFs. The time-

frequency spectrum (TFS) is first obtained by 

applying the continuous wavelet transform (CWT) 

to the gathered zero-sequence currents under    

different operating conditions. The zero-sequence 

current signals are then denoised using an efficient 

algorithm called modified empirical wavelet 

transform (MEWT), which produces several 

intrinsic mode functions (IMFs). Second, the 

symmetric dot pattern (SDP) converts IMFs into a 

two-dimensional spatial domain fused image. To 

thoroughly examine the system's fault features, the 

TFS and SDP images are synchronized as inputs 

to a hybrid convolutional neural network (Hybrid-

CNN). After achieving HIF detection using the 

Sigmoid function, simulation, and experimental 

validation are conducted. Although it cannot 

handle completely different network topologies, 

the model created in this study can be used in 

situations with topology variations within the 

same distribution network [13]. 

A dual-path neural network for HIF detection is 

proposed in research with valuable results in early 

2025[14]. The model outperforms single-modality 

approaches by incorporating temporal and spatial 

data through a dual-branch architecture that 

processes raw zero-sequence voltage signals and 

their Gramian Angular Field transformations. 

Enhancing hyperparameter optimization, the 

Crested Porcupine Optimizer increases the 

model's generalization and adaptability to different 

network conditions and noise levels. The 

Hardware-in-the-Loop validation demonstrated 

the technology's practicality, which distinguished 

defects from normal processes with 99.70% 

accuracy.                                                                                 

This paper presents a superior technique; the 

method is based on the discrete wavelet transform 

for feature extraction using Multi-Resolution 

Analysis MRA. Additionally, the radial basis 

function RBF is a classifier that detects and 

discriminates HIF from similar transient events. 

The proposed hybrid mechanism has been 

compared with previous results of BPNN. The 

analysis shows that the proposed technique is 

highly reliable and accurate, with better 

computation time because of its fast learning 

capability. Therefore, the RBFNN is implemented 

in this study to achieve excellent performance in 

simplicity, accuracy, and computation time. 

1.1 Modeling of High Impedance Fault 

      Simulating a complete model of HIF remains 

challenging due to its characteristics, asymmetry, 

and nonlinearity. The model of HIF is created and 

simulated (PSCAD/EMTDC), as shown in Figure 

1. The model used has been discussed in detail in 

[15]. 
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Fig 1. High Impedance Fault Model 

1.2 Simulation System Of Case Study 

This study employs the standard IEEE 6-bus 

transmission system to assess the effectiveness 

and efficiency of the proposed algorithm. 

Simulation were carried out using 

PSCAD/EMTDC software; during which various 

fault conditions were examined for a transmission 

line modelled as Bergin line with length of 100 

km and a base voltage of 138 kV. The system is 

depicted in Figure 2, which includes of two 

generators, six buses, two transformer branches, 

and two compensation branches. 

 

 

Fig 2. IEEE 6-Bus Transmission System 

The important part of this study is the 

transmission line, so the data used for the 

transmission line is shown in Table 1. 

       Table 1.      TRANSMISSION LINE DATA  

line Buses R(pu) X(pu) B(pu) V(pu) 

1 1-4 0.123 0.518 0.03 1.1 

2 1-6 0.08 0.37 0.01 1.15 

3 2-3 0.0723 1.05 0.022 1.03 

4 2-5 0.232 0.064 0.12 0.996 

5 3-4 0 0.133 0.33 1.014 

6 4-6 0.097 0.407 0.01 0.977 

7 5-6 0 0.3 0.025 0.977 

 

2. WAVELET TRANSFORM 

 Wavel

et transform WT has become a computational tool 

for many different applications; it was established 

early in the 1980s and has been extensively 

introduced in the image processing field. Since 

then, it has been implemented in applications of 

power system engineering. Wavelets can 

decompose the signal in both time and frequency 

localization. In addition, the discrete wavelet 

transform considered here is easier to implement 

and faster than the conventional transforms. To 

process the data in a digital sense, the DWT is 

implemented here [16], and it is given by eq (1): 

    (1) 

The DWT for any signal can be described by two 

integers h,i, Where, ψ(t) is the mother wavelet, x(i) 
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is the input time discretized signal. 

 In this study, the wavelet transform has 

categorized into three steps: DE-noising Process, 

Signal Decomposition, and Feature Extraction, 

which will explained in detail in this section. 

2.1 De-Noising Process 

This process has implemented in case of having 

a lot of noise and harmonics that may produced by 

switching operations, etc. The goal of this step is 

to avoid the adverse effect of noise and eliminate 

the distortions from the current signal; this process 

assists in improving the performance of the 

proposed method. There are two types of 

thresholds: hard and soft; here, we have selected 

the soft threshold, which has good mathematical 

properties [17]. 

2.2 Signal Decomposition 

Wavelets have several mother wavelets, such as 

Daubichis, Coiflet, and Symmlet wavelets, are the 

most famous wavelet in signal processing 

extraction, which represent the most important 

characteristics of the signals. In this study, since 

we are working on low amplitude and short 

duration of high-frequency current signal, so it 

needs to select the most proper wavelet by 

implementing many simulation tests that reveal to 

the most suitable mother wavelet is Daubichies's 

wavelet four (db4), as shown in Figure3. This 

mother wavelet has selected because it has 

properties such as accurately detecting low 

amplitude signals with short duration and fast 

decay. 

 

 
 

Fig 3. Percentage of different mother wavelet 

 

This selected wavelet decomposes the signal by 

using filters of different cut-off frequencies to 

analyze the signal at various scales, where (D) is 

the Details coefficients, which are generated from 

high-pass filters, and (A) are approximations 

coefficients generated from low-pass filters, and 

this can be expressed, mathematically as refer to 

(2,3)  [18]. 

 

             (2) 

 

                     (3) 

 

Where Dj is called details, and Aj is called 

Approximation, at resolution j, j = 1, 2, J; k = 1, 2, 

K, .K where K is filter length, after downsampling 

by two. In the following Figure 4, we assume that 

the original signal is x[n]. The signal is passed 

through a half-band high-pass filter HPF and a 

low-pass filter LPF,  then the output of the low-

pass filter is again divided in half and sent to the 

second stage. Then, the process will frequently 

continue until the signal is fetid to a well-known 

definite level. 
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Fig 4. Implementation of MRA 

 

2.3    Feature Extraction 

The task of this process is to find distinctive 

parameters with significant information that can 

represent the features of the problem. Different 

wavelet signal features have been selected and 

calculated to overcome the neural network 

convergence and avoid the network's increasing 

size, such as  Mean, Standard Deviation, 

Skewness, and Kurtusis, as illustrated in Table 2. 

The main advantage of this process is reducing the 

size of the neural network and remaining essential 

features of the original signal. Where these 

features are estimated from the following 

equations: 

                                                             (4) 

                                         (5) 

                                           (6) 

                                            (7) 

Where η is Mean, σ is Standard Deviation, γ is  

Skewness, and κ is Kurtosis. 
 

                  Table 2.    Sample of Feature Coefficients 

Mean Standard 

deviation 

Skewness Kurtosis 

1.2762 4.491 0.4876 1.9599 

3.32E-04 0.0056 -2154 27.5292 

0.0016 0.0241 0.237 13.0252 

1.2762 4.491 0.4876 1.9599 

-0.1088 3.4165 0.2424 1.9912 

5.75E-04 0.004 4.0834 26.6995 

0.0018 0.0239 0.2033 13.7734 

-0.1088 3.4165 0.2424 1.9912 

-0.1937 2.8588 0.2499 1.937 

4.35E-04 0.0033 4.4564 32.7463 

0.0012 0.0232 0.2135 15.6313 

-0.1937 2.8588 0.2499 1.937 

-0.2155 2.5604 0.2627 1.895 

2.39E-04 0.0029 3.7595 31.0865 

0.0015 0.023 0.1859 16.0272 

-0.2155 2.5604 0.2627 1.895 

-0.2239 2.3845 0.2709 1.8641 

3.09E-04 0.0025 4.0253 27.9546 
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0.0015 0.0232 0.1474 15.7896 

-0.2239 2.3845 0.2709 1.8641 

-0.228 2.2717 0.2757 1.8422 

1.76E-04 0.002 4.1446 31.9328 

0.0013 0.023 0.1673 16.1559 

-0.228 2.2717 0.2757 1.8422 

 

3. RADIAL BASIS FUNCTION NETWORKS 

Neural networks have become one of the great 

technologies in all applications, such as 

engineering and science, which involves 

developing a series of artificial neural networks. 

However, the backpropagation neural network 

(BPNN) is the typical procedure for a multi-layer 

neural network. It is based on a steepest descent 

approach to minimize the error prediction. 

Although it's used in many applications, there are 

several disadvantages, such as slow learning, the 

need for vast training sets, and difficulty in 

selecting the optimal network size.  

     The radial basis function RBF consists of 

three layers, as shown in Figure 5. The first layer 

is the input layer, which is not weighted; the 

second layer is the hidden layer, which is weighted 

and composed of Kernel nodes that are based on 

radial basis functions; the last layer is the output 

layer, which is just a simple summation.   The 

radial basis function network has distinctive 

advantages, such as being efficiently designed and 

having very good generalizations that make it 

suitable for this study. [19-20]. 

 
 

Fig 5 Basic Architecture of RBFN 

Since the Gaussian function is the most popular 

RBF function and is adopted here and presented 

by [21], as referred to (8, 9) 

                                                   (8) 

                                          (9) 

Where the input is represented by the N-

dimensional vector X = (X1; X2; …XN), Gq(x) is 

the response function of the kernel unit, and cp 

and wp are the center and width of the pth 

unit.The selection of neural network size remains 

a topic of discussion. The proper choice for 

complex systems such as high-impedance fault 

detection could be two independent and two 

hidden layers [22]. The input of neural networks 

will explained in detail in the next issue.  

 

 

4. RESULTS AND DISCUSSION 

In the presented technique to validate the 

proposed algorithm, a vast number of HIF and 
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other transient events cases have been simulated 

and investigated using PSCAD/EMTDC and 

MATLAB software as considered here, the single 

line to ground fault is adopted, and the fault is 

occurred in phase A, at transmission line T3-2, 

with different value of fault resistance and other 

location of fault along the transmission line.  

     After the signal is generated and data is 

collected, we need to decompose the signal, 

preprocess the data, and filter the undesirable 

noise to reduce the amount of data, decreasing the 

dimension size. In this paper, as we mentioned, 

wavelet transform has applied for the feature 

extraction, and by Db4, the mother wavelet signal 

has decomposed into four levels, three detailed 

and one approximation coefficient, as shown in 

Figures 6 and 7. 

 

 

           Fig 6 HIF Current Detail Coefficients at Level 3 

 

         Fig 7. Capacitor Switching with Detail Coefficients at Level 3 

Figures 6 and Figure 7 clearly show HIF has caused many 

fluctuations with a certain amplitude. Before the fault 

initiated, the values of detail were almost zero, and once the 

fault occurred, the values changed and went up for a short 

time, which it can be observe, that the current signal under 

HIF-Arc condition goes through three details coefficients 

(d1-d3) and one approximation a3, from the details (d1-d3) 

it can be clearly seen that the large spike with certain 

amplitude is appeared at fault occurrence. Hence, the 

distorted signal is evidence of arc extinction and re-ignition, 

considered the most important feature to recognizing high 

impedance faults and discriminating it from other regular 

operations 

The input data based on the four features of the high 

impedance fault and capacitors switching: mean, standard 

deviation, Skewness, and Kurtosis. Here, we have two 

conditions, fault and no-fault, so the feature vector will be a 

dimension of 28×4, which is 196 samples used for RBF 

training to discriminate the fault condition from the normal 

one. The target consists of two classes, which are 1 for HIF 

and 0 for everyday situations. After normalizing the data, the 

vectors were distributed into three groups: 60% for network 

training, 30% used for testing, and the rest of the 10% for 

validation. Figure 8 shows the training performance of 

RBFNN. 

 

Fig 8. RBFNN Training Performances 
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The training performance nearly hit the goal within less 

than five epochs only, which gives excellent performance 

with a computational time of 0.085 s, which is the 

main advantage of the fast learning capability of 

RBF. In addition, the error during the training 

process is tiny and satisfied, which reached 

0.00048 within the first five epochs, as shown in 

Figure 9. 

Fig 9. Errors of RBFNN training 

This is to approve the proposed algorithm's 

success and prove that the proposed algorithm has 

predicted the input with accuracy. The sensitivity 

test is employed here by receiver operator 

characteristic roc; this curve is a plot used to 

assess the test's discriminatory power quality using 

sensitivity and specificity data. Figure 10 shows 

the roc. 

 

                   Fig 10. ROC Curve of WRBFNN Testing and 

Validation 

Figure 10 shows us the sensitivity test of the 

proposed algorithm. It is clear from the curve that 

it strictly hits the actual positive rate, which gives 

a perfect for overlapping, and the neural network 

has predicted the input with great accuracy of 

almost ≈ 100%. 

4.1 Comparison And Analysis 

The proposed WRBFNN approach has been 

compared with the state-of-the-art WBPNN 

approach, and the same data sets have been 

utilized during the evaluation process. The BPNN 

Training performance is plotted in Figure 11, 

which contains three lines for the normalized 

input, training validation, and testing performance 

 

Fig 11. BPNN Training Performances 

Additionally, from Figure 12, we can indicate that 

the training performance does not hit the goal 

exactly with a validation performance of 0.00427 

at 10 epochs, which means that the neural 

network did not recognize the inputs very 

well. 
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Fig 12. Errors of BPNN training 

The result here is still satisfactory, and the error, 

as shown in Figure 12, was acceptable, attaining 

0.011 within the first five iterations. Moreover, the 

sensitivity test of the BPNN model is plotted in 

Figure 13, and it clearly shows that the neural 

network did not exactly achieve the required.     

However, it is still acceptable because it shows 

better up to 96% accuracy. The accuracy test is 

measured here by the area under the ROC curve, 

in which an area of precisely 1 represents a perfect 

test and high accuracy, and an area of 0.5 

represents a worthless test and less accuracy. 

 

 

Fig 13. ROC Curve of WBPNN Testing and Validation  

 

The output of high impedance fault and capacitor 

switching events has been stated in Table 3, which 

are attained while testing and performing 

simulation results.  

TABLE 3. Output of Neural Network Test 

 

Events Desired 

Output 

Actual Output 

HIF 1 1.0021 

HIF 1 0.8932 

HIF 1 0.9765 

HIF 1 1.06 

HIF 1 1.004 

HIF 1 .0904 

HIF 1 1.0141 

HIF 1 1.0712 

HIF 1 1.00519 

HIF 1 1.08 

Capacitor Switching 0 0.0019 

Capacitor Switching 0 0.00036 

Capacitor Switching 0 0.0031 

Capacitor Switching 0 0.097 

Capacitor Switching 0 0.006 

Capacitor Switching 0 0.00048 

 

Consequently, if we compare the performance 

of the proposed WRBFNN with the WBPNN in 

terms of accuracy and computational time, it is 

clear from the results that WRBFNN achieved 

perfect performance. Since high impedance arcing 

fault is a fast transient event, the protection 

scheme must indicate it quickly. In addition, some 

other transient events behave as such faults; 

hence, the protection scheme must classify these 

events from HIF to avoid conflict in decision-

making.  

     The robustness of the WRBFNN proposed 

approach in classification accuracy is also 

demonstrated through the results presented in 

Figure 14, which clearly shows that the output 
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data revealed the high impedance fault appeared at 

one, indicating fault occurrence. In addition, the 

features of customary conditions, such as 

capacitor switching, appeared at 0, which stated 

no fault conditions. 

Fig 14. High-impedance fault classification 

As evidenced by Figure 14, the presented 

technique is robust and reliable for high-

impedance fault detection and classification with 

very high accuracy, and this can develop a new 

protection scheme based on the protection logic to 

enhance the stability and reliability of power 

system networks. Figure 15 shows the flow chart 

of the proposed protection scheme. 

 

 

Fig 15. Relay logic based on wavelet transform and neural network 

5. CONCLUSION 

 

A novel technique using discrete wavelet 

transform incorporating artificial neural networks 

is presented; the method is applied to detect and 

characterize the single line to ground high 

impedance fault from normal conditions. The 

proper selection of Daubechies4 (db4) is adopted 

as a mother wavelet because of its ability to 

extract useful information during a fault condition. 

Coefficients of faulted current signal and other 

customary conditions are calculated and used for 

fault detection in the decision algorithm.  

The presented approach has shown high success 

in distinguishing the faulted signal from normal 

conditions with high accuracy, which is evidence 



 
ACADEMY JOURNAL FOR BASIC AND APPLIED SCIENCES (AJBAS) VOLUME 7, ISSUE 2, 2025 

 

  

of the quality of the algorithm combination. 

Analysis and comparison of the performance of 

two types of neural networks, BPNN and RBFNN, 

have been presented. The extensive results show 

that RBFNN performs better than regular BPNN 

in accuracy and computational time. Further work 

includes considering a comprehensive power 

system network and different types of faults, such 

as line-to-line and double line-to-ground faults, 

for an alternative protection scheme, which can be 

implemented in a real power system. 
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