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Abstract— This research investigates the development and 

evaluation of an article recommendation system, based on 

content-based filtering. The system utilizes natural language 

processing techniques to extract meaningful features from 

article text, such as keywords. These features are then used to 

calculate similarity between articles, enabling the system to 

recommend articles with similar content to users based on their 

reading history. The performance of the Content-Based 

Filtering Algorithm is assessed by evaluating its effectiveness in 

providing relevant and personalized article recommendations to 

users. For instance, the model successfully identified "Google 

shares data center security and design..." as the most similar 

article to the query "Google Data Center 360° Tour" based on 

the lowest Euclidean distance (1.18). 

Keywords— recommendation system, natural language 

processing, Content-Based filtering, machine learning, TF-IDF, 
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I. INTRODUCTION 

"I figured that reading Articles has its advantages. for 
example, they mostly have the latest information and are much 
more agile. If there is a breakthrough or reinvention of certain 
things, it reflects more efficiently in articles than books. 
Another thing that really works for me is reading on the topics 
I might not be interested in, only to find out it is actually 
interesting. I would not do that with a book, as reading a book 
needs commitment in terms of time and attention. Some 
Articles have often exposed me to new topics, information, 
and authors. This sentiment aligns with the adage, "Internet is 
the world’s largest library. It’s just that all the books are on 
the floor" [2]. In the contemporary digital age, the sheer 
volume of information available online has reached 
unprecedented levels, creating an information overload for 
users. Sifting through this vast sea of content to discover 
relevant and engaging articles has become a significant 
challenge. Traditional search engines, while powerful in their 
own right, often fall short in providing truly personalized 
recommendations. They primarily rely on keyword matching 
and may not adequately capture the nuanced interests and 
preferences of individual users. To address this challenge, this 
research focuses on the development and evaluation of a 
content-based article recommendation system. Content-based 
filtering is a prominent approach that leverages the inherent 
characteristics of articles to suggest relevant content to users 
[1]. By analyzing the content of articles, such as their topics, 
keywords,  the system can identify patterns and similarities, 
enabling it to recommend articles that are likely to be of 
interest to a particular user. This research will employ a 
combination of data science techniques to build an effective 
recommendation system. Data collection will involve using 

dataset of articles from Github website, encompassing a wide 
range of topics and including crucial metadata such as article 
titles, language, authors and full text. The collected data were 
Accuracy checked and preprocessed to handle missing values, 
inconsistencies, and noise. This step is crucial to ensure data 
quality and improve the accuracy of subsequent analysis. 
Feature engineering plays a vital role in this research. The TF-
IDF (Term Frequency-Inverse Document Frequency) 
technique was employed to extract meaningful representations 
from the text of each article . These extracted features are then  
used to calculate the similarity between articles. Cosine 
similarity, a widely used metric in text analysis, was employed 
to measure the angular distance between the vector 
representations of articles, thereby quantifying their 
similarity. Building upon the extracted features and similarity 
measures, the system utilizes content-based filtering 
algorithms to generate personalized recommendations. These 
algorithms analyses  user's reading history, identifying articles 
that exhibit high similarity to those previously read by the 
user. By leveraging the inherent characteristics of the articles 
themselves, the system aims to provide users with relevant and 
engaging recommendations that align with their individual 
interests and preferences. This research will contribute to the 
development of more effective and personalized information 
retrieval systems, enabling users to navigate the vast expanse 
of online content with greater ease and efficiency. By 
providing users with targeted recommendations, the system 
aims to enhance their online reading experience, improve 
information discovery, and ultimately save them valuable time 
and effort." 

II. RELATED WORK 

Recommender systems are trained to suggest fast and 
relevant results to users. In the existing literature, many 
works have tried to produce efficient recommendation 
engines using Term Frequency - Inverse Document 
Frequency and Cosine Similarity. 

(Afika., R,2024 ) employed the CRISP-DM 
methodology and utilized TF-IDF and Cosine Similarity 
algorithms. A dataset of 100 machine learning journal 
articles used for evaluation. Content-Based Filtering 
demonstrated promising results, achieving a precision score 
of 76%. However, the limited dataset size impacted the 
system's performance, particularly in recommending 
diverse articles.   

(Mohammed J., Ayat F.,2024) developed Academic 
Article Recommendation Systems (ARSs) to assist 
researchers by suggesting relevant articles. Algorithms 
employed in ARSs facilitate navigation through vast 
scholarly literature. This review explores existing research 
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on ARS, encompassing recommendation algorithms, data 
sources, evaluation metrics, and user interfaces. 
Furthermore, the review examines emerging trends, 
including the application of advanced machine learning 
techniques and semantic analysis in enhancing the 
performance of ARSs. 

(Bram B., Indra,2024) in their study they aimed to 
enhance an existing article recommendation widget by 
incorporating reader interest data. Item-Based 
Collaborative Filtering was employed, analyzing reading 
time and article selections to personalize recommendations. 
A simulation using reader data demonstrated a preference 
for sports news with a score of 0.743210. The goal is to 
improve user engagement by providing highly relevant 
article recommendations that align with individual 
interests. 

(Gisela Y., Dade N., Selly M.,2022). This study leverages 
TF-IDF to recommend news articles. By weighting words 
in news titles and calculating cosine similarity, the system 
identifies related articles. To evaluate accuracy, a hit-rate 
metric was used to compare recommendations with actual 
user clicks on Microsoft News. The study achieved a hit-
rate of 80.77%, demonstrating the effectiveness of the TF-
IDF approach in recommending relevant news articles. 

III. METHODOLOGY 

A.  Research procedure 

The research employs a combination of data science 

techniques, including data collection and preprocessing, 

feature engineering, model development and evaluation as 

shown in figure (1). Dataset will collected from Github 

website and preprocessed to handle missing values and 

inconsistencies, feature extraction TF-IDF technique are 

employed to extract meaningful representations from the text. 

Utilizing these extracted features, cosine similarity is 

computed between articles. Finally, the system recommends 

articles to users based on their similarity to previously read 

articles. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Recommendation System over the web 

Article Recommendation Systems personalize the web 

reading experience. By analyzing user behavior and article 

content, they suggest relevant articles, helping readers 

discover new content and save time. These systems are not 

limited to online reading; they are widely used in e-

commerce, job portals, and streaming services to personalize 

recommendations and enhance user experiences across 

various platforms. 

C. Content-Based recommendation 

In this paper, a plan to use the content-based recommendation 

method to create a recommendation system for articles over 

the web is planned. These articles could be in HTML format 

or Video format, or Rich Text format. 

The procedure Scenario  

1) pre-processing a dataset that provides the attributes of 

articles and the target user.  

2) The idea is to assume the user is reading one of the articles 

from the articles dataset and providing that input.  

3) Then the recommender system will return a list of articles 

with similar topics that the user might want to read next.  

This model is beneficial when a user researches a particular 

subject/topic and subsequently might want to read similar 

articles. 

Tools: python is used as programming language for 

development.  

Dataset: In this research, shared_articles.csv Dataset from the 

Github website is used. We only used 2211 record  English 

titles from 3122 articles .The number of datasets used is 

limited due to limited TF-IDF method which can only work 

on a small corpus. 

Preprocessing: The dataset has the following Features: 

(Timestamp, eventType, contentId, authorPersonId, 

authorSessionId, authorUserAgent, authorRegion, 

authorCountry, contentType, url, title, text, lang ). 

 

eventType: Article shared or article removed at a particular 

timestamp. We have 3047 Content shared and 75 Content 

Removed . 

authorCountry: figure 2 display the distribution Country for 

the author of the articles. 

 

 
Figure 2: Author Country Distribution 

 

Content Type: The formats of type ['HTML' 'RICH' 'VIDEO'] 

articles are shared but this system will limit the 

recommendations to one format only.  

URL:  URL of the articles; It will be useful for the users to 

navigate to the article directly. 

Title:  Figure 3 shows Title/headline of the articles.  

Datasets 

Datasets Preprocessing 

  

Dataset processed 
Cleaning Dataset  

Feature Extraction TF-IDF Cosine Similarity 

Article 

readed 

by user 

Recommended 

 Articles to user 

Figure 1: System Development Flow using TF-IDF & Cosine 

Similarity 
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Figure 3: Title Column 

The good news here is there’s no record with the title as null 

or blank. This is used to identify the recommendation and 

also as input to the recommendation system. 

Text: Figure 4 displays the content of the articles. 

 
Figure 4: Text Column 

This is the most critical column in the analysis since  we will 

use a content-based recommendation system. we used this 

field to create a TF-IDF matrix for the analysis. 

Lang — Figure 5 display language in which the article is 

written.  

 
Figure 5: Language Distribution. 

So, the most used language is English.   

Though people might read in different languages, for 

simplicity, we will restrict the language to English. 

  

 
IV. EXPLORATORY DATA ANALYSIS 

Now that we have the data fields identified and cleaned 
up, we will start the analysis, leading to the 
recommendation system creation. 
First, we will create a data frame included only the relevant 
columns. 

 Articles_df=pd.DataFrame(Articles_df,columns= 
['contentID','authorPersonId','content','title','text']) 

Let’s try to find the articles which are similar to the 
article user is reading, which is basically the input to my 
recommendation system. We can derive a pairwise cosine 
similarity and recommend articles with a similar threshold 
score to the input articles. While doing so, our 
recommendation system will face a known issue called the 
natural language processing problem. This means since the 
articles have different oratory and styles of sentence 
framing, finding similarity will be next to impossible. So, 
we will have to extract some features out of these texts. The 
feature is similar to the index, which focuses on the highly 
used words and creates an index. 

we will first create a column to  dataframe and call it 
‘Plate.’ Plate is nothing but a concatenated version of all the 
feature fields. In this case, it will only contain the values in 
the column ‘text.’ The ' '.join(x['text']) part is used to 
combine a list of words into a single string with spaces 
between each word. 

Readability: When we concatenate words without 
spaces, the resulting string becomes a single, long word, 
which is difficult to read and understand. For 
example:['This', 'is', 'an', 'example'] becomes 
"Thisisanexample" (unreadable). ' '.join(['This', 'is', 'an', 
'example']) becomes "This is an example" (readable). 

Natural Language Processing: Most natural language 
processing (NLP) tasks, such as tokenization, stemming, 
and lemmatization, assume that words are separated by 
spaces. By joining the words with spaces, you ensure that 
the resulting string can be processed correctly by NLP 
algorithms. 

 Term Frequency – Inverse Document Frequency (TF-IDF) 
is a method of weighting each word by calculating the 
frequency of occurrence of words in each document and the 
frequency of occurrence of words in all documents (Chiny, 
M.,2022 [4]). TF the greater the number of occurrences of 
a term in the document, the greater its weight . (IDF) aims 
to reduce the weight of the term if it exists in all documents. 
In contrast to TF, the less the frequency with which words 
appear in the document, the greater the value [10]. TF-IDF 
is done to change news titles in textual form to numeric 
ones so that they can be understood and processed by 
computers. 

Several methods are available to create the vectorized 
form of the values in the ‘text’ column. (TF-IDF) vectors is 
used for each article. This will produce a matrix where each 
column represents a word in the overview vocabulary (all 
the words that appear in at least one article). Each column 
represents an article(title). 

The TF-IDF score is the frequency of a word occurring 
in an article, down-weighted by the number of documents 
in which it occurs. This is done to reduce the importance of 
words that frequently occur in plot overviews and, 
therefore, their significance in computing the final 
similarity score. 

TF-IDF assigns a weight to each term(word) in a 
document based on (TF - IDF) as the next Mathematical 
formula’s. 

TF(i,j) = (# times word i appears in document j) / (# words in 
document j) 

IDF(i,D) = log_e(#documents in the corpus D) / (#documents containing 
word i) 

weight(i,j) = TF(i,j) x IDF(i,D) 

So if a word occurs more often in an article but fewer 
times in all other articles, its TF-IDF value will be high. 

scikit-learn is  used to give a built-in TfIdfVectorizer 
class that produces the TF-IDF matrix.  We define a TF-
IDF Vectorizer Object by removing all english stop words 
such as "the", "a", "is", "and" ,then Construct the required 
TF-IDF matrix by fitting and transforming the data. we 
selected the ‘English’ language to stop words like ’the’, as 
we already have filtered the dataset to include articles 
published in English only. 
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The output shape of tfidf_matrix clearly says that there 
are about 45496 words shared among 2211 articles. 

Cosine Similarity: 

As mentioned earlier, it is independent of magnitude and is 
relatively easy and fast to calculate (especially when used 
in conjunction with TF-IDF scores). Mathematically, it is 
defined as follows: 

 

Figure 6 displays the results of using the 
cosine_similarity() function.  

 
Figure 6: Cosine similarity Matrix 

Cosine similarity checks each pair of elements vector 
and finds the cosine angle between them. The less the angle, 
the more similar the elements are to each other. In this case, 
it’s a 3k by 3 matrices between 0 & 1. The similarity vector 
is ready to create a reverse map of indices using the indices 
of the field ‘title’ also removing the duplicate titles, if any. 
In essence, creating a reverse map using the 'title' field is 
essential for translating the results of a similarity 
calculation into a human-readable and usable format. 

Figure 7 display the Reset index of main DataFrame 
and construct reverse mapping as before. 

 
Figure 7:Reset Title Index 

Now the indices are ready to create the recommender 
system using these maps and matrices. By using function to 
takes the article title as input, indices( having the titles and 
their indices) and outputs most similar articles. First, it 
finds the index of the input title. Since we have to remove 
it later, it iterates over the length of the cosine similarity 
matrix and checks for the distance of the articles from the 
input article we passed. 

The result of Cosine Similarity enumerated list 

[(0,0.2674),(1,0.2619),(2,0.06862),(3,0.02637)] 

Now it will sort the articles based on their similarity 
values. The highest come first. 

[(1009,1.0),(1113,0.4222),(1636,0.4289),(1183,0.3939),(257,0.3478)] 

Then it picks only the top 10 similar articles having the 
highest similarity thresholds and  creates a list of indices 
that are top 10 similar articles. Finally, it returns the list 

with article titles matching the indices as derived in the 
earlier step. 

V. RESULTS AND DISCUSSION 

To use the recommendation system with various input 
titles. the input means a user has read or reading that article. 
So, the recommender will recommend based on the 
similarity of that article. 

print(get_recommendations('Intel\'s internal IoT platform for 
real-time enterprise analytics', indices, cosine_sim, metadata)) 

 
Figure 8: The result of first Title Test 

Notice that in Figure 8 all the articles are based on IoT 
since the input article title had IoT in it. It is also imperative 
that the articles have IoT in their titles and have a similar 
frequency of usage for more than one word. Also, notice 
the variant IoT and Internet of Things have also been 
detected as similar, which is our intention. 

Let’s try in with the second title as input. 

print(get_recommendations('The Rise And Growth of 
Ethereum Gets Mainstream Coverage', indices, 
cosine_sim,metadata)) 

 
Figure 9: The result of second Title Test 

So, maintaining its reputation so far, recommender 
system results in Figure 9  have returned a list of articles 
which is a range of articles related to Ethereum and Bitcoin. 
Also, it has identified articles that talk about policies related 
to these financial instruments across the globe. 

we will use one final input to conclude this test. 

print(get_recommendations('Google Data Center 360° Tour', 
indices, cosine_sim,metadata)) 

 
Figure 10: The result of third Title Test 
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Notice that in Figure 10, the system found similar articles 
to google and I/O. It has also sensed an article that is related 
to youtube and doesn’t have google in it. So evidently, our 
recommender system can detect the variants of a company's 
products. This is encouraging. 

Euclidean distance  

This metric measures the distance between two points 
in a multi-dimensional space. Appling Euclidean similarity 
for the title 'Google Data Center 360° Tour' and retrieve the 
top 10 similar titles as displayed in Figure 11. 

 
Figure 11: Euclidean similarity Results 

In the context of Euclidean distance in a TF-IDF vector 
space, a distance in Figure 11 between 1.18 and 1.25 
generally indicates that the two documents are fairly 
dissimilar. Understanding the domain of the documents can 
help in interpreting the distance more meaningfully. For 
example, a distance more than (1) might be considered 
small for documents in a highly specialized field, but large 

for documents in a general domain. 
 

VI. CONCLUSION 

Initially, we developed a simple recommendation system 
using content-based filtering. This system utilized a limited 
dataset of articles with basic attributes. It effectively 
suggests subsequent articles to users based on the content 
of the currently viewed article. This approach is particularly 
advantageous when user history or publication data is 
scarce, addressing the 'cold start' problem. However, as the 
system evolves and gathers more data on user behaviour 
and preferences, incorporating collaborative filtering 
techniques will be crucial for enhanced accuracy and 
personalization. Collaborative filtering can even be used to 
dynamically identify and utilize the most relevant features 
for recommendation [3],[7],[8]. Nonetheless, content-
based filtering serves as a valuable initial approach, 
providing a solid foundation for a more sophisticated 
recommendation system. 

VII. LIMITATION AND FUTURE WORK 

Limitation  

Article titles are long and do not focus on including 
keywords, which reduces the accuracy of the 
recommendation system results. Furthermore, the uneven 
distribution of data in certain columns, such as 
“userCountry” and “authorPersonId,” prevents them from 
being effectively used as features. Incorporating more 
evenly distributed features would greatly improve the 
system’s ability to recommend articles across diverse 

topics, thereby increasing the range and diversity of 
recommendations. 

   Future Work 

 To enhance the model's understanding of word 
relationships, future work will investigate the integration of 
Word Embeddings, which can effectively capture semantic 
and syntactic similarities beyond the simple term frequency 
approach of TF-IDF. 
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